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Abstract—Device-to-Device (D2D) networks impose a significant challenge on delay-sensitive crowdsourcing due to the highly non-

deterministic and intermittent network connectivity. Under this setting, the paper investigates a participant recruitment problem in which

an initial set of recruited nodes, which we call seeds, need to make an optimal decision on what other nodes to recruit to perform the

crowdsourcing task. These seeds face the dilemma that recruiting more nodes increases their own payment but on the other hand also

increases the risk of being excluded from the crowdsourcing task. As a first attack to this problem, we propose a dynamic programming

algorithm. However, it is a centralized solution and hence the practicality is compromised. Therefore, we introduce two distributed

alternatives. One is based on the divide-and-conquer paradigm by first partitioning a network into a set of opportunistic Voronoi cells

and then running an optimization algorithm in each cell. The other is a task-splitting scheme which recursively delegates the

recruitment task to newly joined nodes. We implemented our proposed solutions on an Android-based prototype and built a testbed

using 25 Dell Streak tablets. Our experiments which lasted for 24 days demonstrate that the distributed schemes approximate the

theoretical optimum with affordable complexity. Moreover, we conducted simulations with a much larger scale and more diverse

settings. The simulation results corroborate the experimental data and confirm that our proposed distributed solutions closely approach

the performance of the centralized solution while satisfying the optimization goal under different network configurations.

Index Terms—Delay-constrained, single-copy multi-path, optimization, prototype, opportunistic network

Ç

1 INTRODUCTION

RECENT years we have witnessed the remarkable prolif-
eration of intelligent wireless devices and the rapid

growth of mobile-broadband services such as ultra-high-
resolution video streaming, data sharing and synchroni-
zation, and virtual and augmented reality that continue
driving the demand for higher consumer data rates [1].
At the same time, the vast majority of today’s wireless
communications systems operate in the microwave spec-
trum below 3 GHz, which is experiencing severe shortage
and has become a crowded and limited resource. There-
fore, the millimeter wave (mmWave) band, operating at
frequencies between 20 and 300 GHz, has been proposed
for next-generation (5G) cellular systems. The massive
underutilized mmWave spectrum provides great poten-
tial to support multiple gigabit-per-second user data rates
and thousand-fold increase in total mobile broadband
data. However, the use of mmWave band brings a new
set of technical challenges including low diffraction, weak
reflection, limited Non-Line-of-Sight distance, and cover-
age holes.

To this end, Device-to-Device (D2D) communication has
been identified as an effective complementary solution to
address these challenges, by utilizing the short-range (e.g.,
license-free Wi-Fi or licensed mmWave) wireless links, to
establish opportunistic connections between mobile users
for data delivery. In such mobile opportunistic D2D net-
works, the endpoints (i.e., the source and destination) are
not always continuously connected. As a matter of fact, the
network is generally disconnected, while most nodes com-
municate with each other only occasionally. In order to
facilitate data transfer, the nodes adopt a store-and-forward
mechanism to gradually forward data across the network.

The D2D networks will not replace the infrastructure-
based B2D (i.e., base-station-to-device) communication, since
it is obviously incapable to support general communication
needs of mobile users (especially for real-time voice and data
delivery). However, it does have a niche (complementing to
the conventional B2D infrastructure) in some application set-
tings, such as crowdsourcing as to be discussed next.

1.1 Crowdsourcing in D2D

Crowdsourcing is emerging as a new data-collection, solu-
tion-finding, and opinion-seeking model that obtains needed
services, ideas, or content by soliciting contributions from a
large crowd of public participants. Recent examples of crowd-
sourcing range from web-based platforms such as Amazon
Mechanic Turk, Microworkers, Kickstarter, and TaskCN,
to popular mobile apps including TaskRabbit, Placemeter,
Weather Signal,Wave, and Blablacar to name a few.

Crowdsourcing does not depend on any specific underly-
ing network. But D2D based crowdsourcing is particularly
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desired when the initiator cannot directly reach out to
the participants or the conventional approaches for data
transportation are costly. First, there are scenarios where
infrastructure-based wireless networks (including cellular
and Wi-Fi) are unavailable, and thus we have to completely
rely on mobile opportunistic D2D to announce the crowd-
sourcing task and to transport the requested data. Even in a
developed country (such as the United States), vast rural
areas (including many popular national parks) are not
covered by wireless infrastructure. Consider a scenario in
Yellowstone National Park, where the rangers are trying to
locate and rescue an elk that has been reported with serious
wound. The ranger office can initiate a crowdsourcing task,
requesting the participants to provide photos of suspected
animals. The mobile opportunistic D2D network is perhaps
the best way to carry out such crowdsourcing.

Second, althoughmost non-rural areas are covered by cel-
lular systems, the cost and bandwidth often become the bot-
tleneck for achieving effective crowdsourcing. Wi-Fi is a
good alternative. However, theWi-Fi coverage in most small
cities, towns, and villages in US (and around the world) is
still very limited. Consider a crowdsourcing task to collect 1-
minute video clips of traffic congestion around the world,
where each video clip is about 20MB. Given its nature of
long-term, large-scale data gathering with low QoS require-
ment (i.e., tolerance for relatively long delay and low reliabil-
ity), it obviously prefers the communication network with
the lowest cost if multiple options are available. To this end,
when crowdsourcing is introduced in cellular networks, it is
more desirable to operate over D2D rather than regular B2D
channels, for the sake of saving communication cost of
mobile participants, service providers and the end-user who
initiates the crowdsourcing task (i.e., the initiator), especially
when the task involves a vast number of participants and a
massive volume of data for a long period of time.

Moreover, we would also like to point out that our sys-
tem model and proposed solution (as to be introduced next)
are generally applicable to networks with hybrid mobile
and static nodes. In particular, the nodes in D2D do not
have to be mobile, and our problem formulation can gener-
ally cover the scenario with fixed wireless APs or other
infrastructure nodes. Such static node can be treated as a
D2D node with zero mobility. Since there exist many other
mobile nodes, they can still establish opportunistic links.
For example, just like a mobile node, a fixed AP can forward
data to/from other mobile nodes when they pass by. If mul-
tiple static nodes are connected to each other in a cluster or
to the infrastructure via stable links, they can be merged
and treated as a single virtual node if we ignore the delay
which is much shorter than the delay over opportunistic
links. Such a virtual node has intermittent connectivity with
other mobile nodes, and can serve as either a seed or normal
participator for different applications. Obviously, this vir-
tual node often has more contacts with other nodes since it
consists of a set of physical nodes (i.e., APs). If a mobile
node has constant connectivity with the APs, it is consid-
ered as part of the virtual node as well. In a general case,
there may be multiple sets of well-connected nodes (includ-
ing APs and/or mobile nodes). Each of them is treated as a
virtual node. With such virtual nodes in the network model,
the proposed solution applies in the same way. So there is

essentially no difference between the static and mobile
nodes and thus we do not need to differentiate them.

Although crowdsourcing has been extensively discussed
in recent years, the marriage of crowdsourcing and D2D
creates new, interesting research problems, mainly due to
the unique non-deterministic setting in D2D. In particular,
incentive is playing a pivotal role to enable large-scale
crowdsourcing applications by attracting sufficient partici-
pation. Since the crowdsourcing participants need to con-
sume their resources (such as battery and computing
power, storage space, and communication bandwidth) and
are subject to undesired risks (e.g., potential exposure to pri-
vacy threats when sharing their data), the mobile users are
often reluctant to participate in crowdsourcing, unless they
are compensated with satisfactory rewards [2]. To this end,
a variety of incentive models have been developed recently
[3], [4], [5], [6], [7] to stimulate the collaboration between
nodes. These models, however, are not applicable in D2D.
Given the non-deterministic nature of D2D networks, it is
often impossible for the crowdsourcing initiator to collect
sufficient information from potential participants or for
individual participants to negotiate with the initiator
directly, precluding the use of a class of well-studied solu-
tions based on auction or game models [8], [9], [10], [11],
[12], [13]. In this work, we propose to formulate a practical
and interesting crowdsourcing problem in D2D networks.

1.2 Problem Overview

There are a class of mobile applications that involve large-
scale data gathering from individual mobile devices. For
example, assume a crowdsourcing initiator aims to collect
data to study noise pollution experienced by the residents of a
city. So she announces a crowdsourcing task, asking for noise
pollution data gathered by the microphones on mobile hand-
sets (as depicted in Fig. 1). Note that crowdsourcing applica-
tions often require certain coverage or granularity of the data
and must receive the data within a given time window (or
delay budget). For instance, the initiator may desire to collect
noise pollution measurement from 0.1 percent of the total one
million residents in the city (or 1,000 samples) for a period of
oneweek starting from the time of announcement.

An incentive is offered by the initiator to stimulate
broad participation of the crowdsourcing task. More specif-
ically, the initiator announces the task along with a mini-
mum payment per participant. In fact, many traditional
data acquisition mechanisms are based on a similar
approach. For instance, in traditional surveys (which can
be considered as a sort of crowdsourcing), the initiator
often provides some fixed incentives (such as monetary
reward or coupons) to each participant. Likewise, fixed

Fig. 1. An example scenario for quota based data delivery.
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incentives are usually announced to recruit participant for
medical trials. In D2D, the initiator often has limited ability
to reach out to a large number of mobile nodes directly. As
an incentive to complete high-quality crowdsourcing that
achieves the desired data coverage, the initiator can offer
higher per-person payment if more nodes (toward 0.1 per-
cent of the total population) join the crowdsourcing task,
such that a node will not only participate by itself but also
help recruit other participants. However, if more samples
(than the desired 0.1 percent of the total population) are
received, the surplus samples are not useful for the initia-
tor and thus will not be paid.

At a given instance of the time window after the
announcement is made, assume a small set of nodes have
already joined the crowdsourcing task. They are called
seeds. The seeds may learn the crowdsourcing task via
various means, e.g., by scanning a Q-R code posted by the
initiator on printouts or TVs or by D2D-based electronic
announcement. Note that when a seed joins the crowd-
sourcing effort, it does not always have a direct connection
with the initiator. So even it begins immediately to sense the
requested data and deliver them to the initiator, it often
takes a long and nondeterministic delay before the data are
received by the initiator. The delay depends on the distance
between them and the availability of opportunistic links.
Whenever the initiator receives data from a participant, it
immediately issues a voucher to the latter. The actual pay-
ment will be made to the corresponding participant by the
end of the time window (e.g., by mailing a check to the par-
ticipants or depositing the fund to their bank account).

Under the aforementioned incentive scheme, the seeds
are obviously motivated to recruit other nodes to participate
in the crowdsourcing. But at the same time, the initiator has
predetermined a desired number of samples and/or is
under a fixed budget. Therefore, she can pay up to a given
number of participants only (i.e., recruitment quota). In
other words, the initiator essentially chooses the payees in a
first-come-first-serve manner, but the actual payment per
person depends on the total number of participants. If
many newly recruited nodes deliver data to the initiator
before the seeds do, then some seeds are at the risk of losing
their payment. Note that, although the seeds generally
begin their crowdsourcing effort before the newly recruited
nodes, there is no guarantee that the former can deliver
data to the initiator earlier than the latter do, especially
when the latter are closer to and have better connections
with the initiator. The problem is further complicated since
the recruiting is performed through opportunistic links
and thus the accurate number of recruited nodes is often
unknown by the seeds.

In this work, we formulate the problem from the perspec-
tive of the seeds, which face the dilemma of how to carefully
invite additional participants in order to maximize their
gain while keeping the risk of losing their payment low.1

The detailed problem formulation will be introduced in
Section 2.

1.3 Contributions

This is the first work that investigates a realistic incentive
mechanism for participant recruitment for delay-sensitive
data crowdsourcing in D2D networks. The problem is
unique due to the opportunistic network setting and the
competition among mobile nodes. Since seeds intend to
maximize their own benefit, the general principle is to
recruit the qualified participants that are able to deliver
data to the initiator within a delay budget (e.g., one week
given in the above example), but at the same time do not
create threats to the seeds. Besides this offline problem for-
mulation, there is an online version of the problem, as once
a node is recruited, it becomes one of the updated set of
seeds and again needs to intelligently decide how to further
recruit additional participants.

In this paper, we first formulate the offline problem from
a centralized perspective, and then propose a dynamic pro-
gramming algorithm to solve it. The centralized algorithm
offers useful insights but are impractical to implement in
real network settings due to high communication and com-
putation cost. To this end, we propose two distributed alter-
natives. The first one is based on a divide-and-conquer
approach by partitioning the network into opportunistic
Voronoi cells and running an optimization algorithm in
each cell. The second is a task-splitting scheme, tailored for
the online version of the problem, which recursively dele-
gates the recruiting responsibility to newly joined nodes. To
evaluate the feasibility and efficiency of the proposed algo-
rithms, we implemented a prototype based on Android and
carried out experiments using 25 Dell Streak tablets for 24
days. Moreover, we also conducted extensive simulations in
larger scales and more diverse settings than the experiment.
Our results demonstrate that the proposed approaches
approximate the overall optimization objective while satis-
fying the delay and penalty constraints.

The rest of the paper is organized as follows. Section 2
presents the problem formulation. Section 3 discusses a cen-
tralized dynamic programming algorithm. Section 4
describes two distributed solutions. Sections 5 and 6 discuss
experimental and simulation results, respectively. Finally,
Section 7 concludes the paper.

2 SYSTEM MODEL AND PROBLEM FORMULATION

In a mobile opportunistic D2D network, the delays of the
opportunistic links depend on nodal mobility and are ran-
dom variables, denoted by Tij, where i and j indicate Nodes
i and j, respectively. The distribution of Tij is general but
known, which can be learnt by the mobile nodes in a distrib-
uted manner (as discussed in Section 4).

Assume an initiator announces a crowdsourcing request,
aiming to recruit up to c participants within a time window.
There are n nodes in the network that are interested in the
crowdsourcing. The n nodes include s � c seeds and
m ¼ n� s other nodes. The seeds have received invitation
and begin immediately to sense the requested data and
deliver them to the initiator. As discussed earlier, it often
takes a long and nondeterministic delay before the data can
be received by the initiator. At the same time, the seeds initi-
ate the recruiting process by inviting other nodes to join the
crowdsourcing. In general, the initiator selects the nodes

1. Multiple crowdsourcing tasks may be initiated by different nodes
in the network. They can be treated separately. At the same time, a
node may serve as an initiator, or a seed, or a participant in different
crowdsourcing tasks.
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that have provided the best service in the past or have close
connectivity with other candidate nodes as seeds.2 If historic
information is unavailable, the seeds are often randomly
chosen from a diverse set of nodes.

Since we intend to determine an optimal set of nodes to
be invited to join the task, we define an n� 1 vector X as
the nodes recruiting strategy, where each element is a 0-1
variable to be optimized. If Xi ¼ 1, an invitation will be sent
to Node i; otherwise, Node i will not be invited. To keep the
notation consistent, we set Xi ¼ 1 for all seeds. Note that,
Xi ¼ 1 only means an invitation is sent to Node i but does
not guarantee it succeeds in the competition. To secure the
payment, it must be one of the first c nodes that deliver data
to the initiator within a predefined delay budget d.

Let RX be the number of nodes that participate the crowd-
sourcing under X. In the opportunistic communication set-
ting, RX is a random variable. It is nontrivial to compute its
distribution. We will discuss how to obtain it in the next sec-
tion. The utility (i.e., the overall benefit of the seeds) is defined
as a function ofRX . Its exact form is obviously subject to appli-
cations. Here we consider a general increasing function
denoted by fð�Þ, which can be, for example, fð�Þ ¼ x. The

average utility is thus �fX ¼
Pc

x¼1 fðxÞPr fRX ¼ xg. Accord-

ingly, the utility function is formulated asUX ¼ �fX.
Let PX denote the probability that at least one seed fails

to join the task. A seed may lose the task due to two reasons.
First, it takes longer than d to deliver its data to the initiator.
Second, its data reaches the initiator within d after c or more
nodes. Again, it is nontrivial to compute PX because of the
competition among nodes for becoming one of the final par-
ticipants, as will be elaborated in the next section. The pen-
alty can be a general increasing function of PX. Without loss
of generality, it is simply defined to be PX.

Therefore the optimization problem is formulated as fol-
lows where b is the maximal tolerable penalty:

Maximize : UX;
S:t: : PX � b:

(1)

Apparently, the goal is to maximize the utility while keep-
ing the risk no greater than the maximal tolerable level.
Notice that the optimization is from the perspective of seed
nodes thus they could make the most beneficial decision to
themselves.

3 CENTRALIZED PROBLEM FORMULATION AND

SOLUTION

This section investigates the problem from a centralized
perspective. Although centralized solutions require global
information, which are usually hard to obtain in real
application settings, they could offer valuable insights
into exploring the solution space and provide useful
guidelines for developing distributed counterparts. This
work focuses on discovering an optimal solution for the
competition-based crowdsourcing problem in D2D, while
assuming the existence of an underlying routing scheme,
e.g., shortest path with the delivery probability within

delay budget d as the link weight, which finds a path
between any two nodes and all nodes are cooperative in
data forwarding. Routing in similar context have been
studied extensively [14], [15], [16], [17], [18], [19], [20],
[21], [22], [23], [24], [25], [26], [27], [28] and is out of the
scope of this paper.

We first elaborate the details of a 0-1 nonlinear program-
ming optimization for the centralized problem formulation
introduced in Section 2, which yields optimal results but
suffers high computation complexity. Then, we present a
dynamic programming algorithm with reduced computa-
tion time.

3.1 0-1 Nonlinear Programming Optimization

While the problem formulated above appears simple, it is
nontrivial to be solved, since the nondeterministic network
setting dramatically increases the complexity to derive UX

and PX. In the following discussion, we assume a determin-
istic underlying communication protocol, which generates a
given path to deliver the invitation to a node (e.g., Node i)
and to send data from Node i back to the initiator.3 We also
assume the average duration for message transmission over
an available wireless communication link is negligible, in
comparison with the time waiting for the communication
opportunity. This assumption is valid since the messages
involved in the node-recruiting process are all very short.
The end-to-end delay of the path is a random variable,
denoted by ti, where a path could include one or multiple
hops. Its distribution is the convolution of the delay distri-
butions of the links along the path. Since link delay distribu-
tions (e.g., Tij) are given, we can readily compute the
probability for the initiator to receive data from Node i
within d, i.e., Prfti � dg.

Next, we first derive the distribution of RX. Obviously,
RX ranges from 0 to c. We have

PrfRX ¼ xg ¼
Y ðxÞ; 0 � x < c

Pn
y¼c Y ðyÞ; x ¼ c;

8
<

:
(2)

where

Y ðzÞ ¼
X
n
zð Þ

i¼1

Y

u2fi
Prðtu � dXuÞ �

Y

v2fi
Prðtv > dXvÞ: (3)

Y ðzÞ shows the probability to have exactly z nodes suc-
cessfully send data to the initiator within delay budget d. In
Eq. (3), we consider all possible combinations of selecting z

out of total n nodes, i.e., n
z

� �
. Each combination is repre-

sented by a set fi, while fi indicates the unselected n� z
nodes. Obviously, if a node in fi is not invited (i.e., Xu ¼ 0),
then

Q
u2fi Prðtu � dXuÞ is simply 0. Similarly, if a node in

fi is not invited (i.e.,Xv ¼ 0), then Prðtv > dXvÞ ¼ 1. There-
fore, the term inside the summation of Eq. (3) shows the
probability that all invited nodes in fi have their delays no
greater than d while the delays of other invited nodes are

2. The optimal seed selection is out of scope of this paper and may
be studied in our future work.

3. If Node i is a seed, it already has the invitation, so the path is sim-
ply from itself to the initiator.
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greater than d. The entire equation gives the total probability
that the initiator receives data from z out of n nodes within
d. Once PrfRX ¼ xg is known, UX can be readily calculated
as discussed in the previous section.

Second, we compute PX. The complexity to derive PX is
due to the competition among nodes. More specifically,
only the first c nodes that receive the invitation and deliver
data to the initiator within d can successfully secure the pay-
ment. In other words, the initiator ranks the nodes accord-
ing to the times (i.e., delays) of receiving their data, and
decides the payees and their payment after the process ter-
minates (i.e., when the number of received data samples
reaches c or d expires).

Let cj be a set that includes all seeds and up to c� s
additional nodes. Each cj has a probability of Pcj

to be

ranked before other nodes. The size of cj may vary from s

to c. Under each size, we consider all possible combinations
of cj. Thus the summation of all Pcj

yields the probability

that the seeds can successfully secure their payments, i.e.,

Psuc ¼
Xc

i¼s

X
n�s
i�sð Þ

j¼1
Pcj

: (4)

Accordingly, we have PX ¼ 1� Psuc.
The probability Pcj

in the above equation can be straight-
forwardly formulated as follows:

Pcj
¼

Xd

t¼1
Prðtu �

�
tXuj8u 2 cjÞ � Prðtv > tXvj8v 2 cjÞ;

(5)
where, Prðtv > tXvj8v 2 cjÞ is calculated as:

Y

v2cj

Prðtv > tXvÞ; (6)

and Prðtu �
�
tXuj8u 2 cjÞ is:

Xi

k¼1

X
i
kð Þ

m¼1

Y

ua2ca
j

Prðtua ¼ tXuaÞ
Y

ub2cb
j

Prðtub < tXubÞ: (7)

Eq. (7) intrinsically considers all possible cases where a sub-
set of cj, denoted by ca

j , consists of nodes with their delay

equal to t, while the rest of cj (denoted as cb
j) has delay less

than t. Obviously, only the nodes being invited (i.e., with
Xx ¼ 1) affect the above probability calculations.

Plugging UX and PX into Eq. (1), we arrive at a 0-1 non-
linear optimization problem. It can be numerically solved
by using existing algorithms such as Branch and Bound and
Backtracking [29], [30]. For example, we have employed the
available Matlab solver to obtain results to verify the effec-
tiveness of the optimization approach.

3.2 Dynamic Programming

In the 0-1 nonlinear optimization model introduced above,
both the utility function and penalty function are nonlinear.
Although existing techniques can be applied to search the
constrained space, they are often time consuming, thus
unscalable to large networks.

At the first glance, node-recruiting process is similar to 0-
1 Knapsack problem in the sense that they both intend to
choose a subset of candidates to maximize a utility function
with subject to a constraint. However, there exists a critical
difference between them. In Knapsack, each item has inde-
pendent value and weight, which remain invariant regard-
less of the set of selected items. Thus once an item is chosen,
the algorithm can simply add its value to the total value
and deduct its weight from the remaining capacity. In the
competition-based participant recruitment problem, how-
ever, a node does not have an explicitly addable utility or
deductible penalty, because the utility and penalty func-
tions depend on which set of nodes receive the invitations.
A node has different contribution to the utility and penalty,
when the set of invitees are different.

In this research, we devise an efficient dynamic program-
ming algorithm to solve the centralized node recruiting
problem. More specifically, let F be the set of nodes that
have been chosen as invitees, while C be the set of undeter-
mined candidate nodes. The initial F, denoted as Fo,
includes the set of s seeds; and C initially includes other
n� s candidate nodes, denoted asCo.

Let UðF;C;bÞ denote the utility of the optimal solution,
under the following conditions:

� First, all nodes in F have been selected as invitees;
� Second, any subset of candidate nodes in C can be

selected as invitees; and
� Third, the total penalty is no greater than b.
In other words, UðF;C;bÞ denotes the best possible solu-

tion when the nodes in F have been determined as invitees,
while other nodes can be freely chosen.

Consider a random node x 2 C. Obviously, x is either
included or excluded in the optimal solution, depending on
which case results in larger utility value. Thus we have

UðF;C; bÞ ¼ maxfUðF;C� fxg;bÞ; UðFþ fxg;C� fxg; bÞg:
(8)

However, since neither UðF;C� fxg;bÞ nor UðFþ
fxg;C� fxg;bÞ is known, UðF;C;bÞ cannot be immedi-
ately determined. The algorithm recursively derives UðF;
C;bÞ according to Eq. (8), untilC ¼ ;. WhenC ¼ ;, UðF;C;
bÞ can be computed based on the set of chosen invitees in F,
according to the equations in Section 3.1. Note that, in Sec-
tion 3.1, we have derived the formula for UX with X as
unknown variables, and then determine X to maximize UX.
Here, when C ¼ ;, X is already determined, so we can
straightforwardly compute the corresponding utility, i.e.,
UðF;C;bÞ.

The algorithm then traces back to calculate UðFo;Co;bÞ,
i.e., the maximum utility under the overall optimal solution.
Note that the sequence to examine the nodes in C (i.e., x in
above discussions) does not affect the final results.

An example of the algorithm is illustrated in Fig. 2.
Assume a network with 5 nodes: Node 1 to Node 5. The
seeds include f4; 5g. Obviously Fo ¼ f4; 5g and Co ¼
f1; 2; 3g.

The computation complexity of dynamic programming is
polynomial to the input node number n and the penalty
threshold b. Each calculation of UðF; ;;bÞ requires a compu-

tation of ncþ1. Therefore, the overall complexity is bncþ2.
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4 DISTRIBUTED SOLUTIONS

In general, the centralized algorithm offers useful insights
but is impractical to implement in real network settings. It
demands global network information resulting in signifi-
cant communication overhead. Even if the global network
information is available, the centralized algorithm is com-
putationally expensive, because it considers all potential
crowdsourcing participants in the D2D network. To this
end, two distributed algorithms are developed for making
efficient node recruiting decisions. The first one is based on
a divide-and-conquer approach by partitioning the network
into opportunistic Voronoi cells and then let each cell run
the optimization with much fewer candidate nodes. The
second one is a task-splitting scheme which recursively del-
egates the recruiting responsibility to newly joined nodes.

Note that the locations of seeds generally vary over time,
because the nodes are mobile and the whole work is based
on opportunistic D2D connections. Moreover, the Voronoi
partition of the network is not based on geographic location
but the stochastic delay distribution between nodes. This is
why it is named opportunistic Voronoi diagram. The nodes
are grouped in the same cell because they have the proba-
bilistically closest connections to the cell generator (i.e., the
seed of the cell). While nodes are mobile, their delay distri-
butions are relatively stable. Thus the opportunistic Voronoi
diagram does not change during a crowdsourcing task.

4.1 Cell-Based Distributed Solution

Under the distributed setting, each node maintains a set of
“neighbors” with which it has direct (i.e., one-hop) contact
and the corresponding delay distributions. The delay distri-
bution of a direct link between two nodes can be built
through their historical inter-meeting times and updated
upon a new meeting event. In our implementation, we
adopt discrete time slots to construct approximate delay
distributions, where each slot is D minutes. The distribution
of direct contact between Nodes i and j is represented by

½P 1
ij; P

2
ij; . . . ; P

D
ij �, where Pd

ij indicates the probability that

their inter-meeting time is between ðd� 1ÞD and dD. It is
required that DD be no less than delay budget d. Such
approximate delay distribution can be obtained via a trivial
online learning algorithm. For example, Fig. 3a shows the
delay distribution between two nodes (Nodes 1 and 24) dur-
ing the experiment (with the experimental setting deferred
to Section 5). Since they are close to each other, the total
delivery probability within d ¼ 3 days is high, around 0.935.
Most of consecutive contacts happen within two days.

Furthermore, Fig. 3b shows the convergence of delay distri-
bution. As can be seen, the delay distribution converges
fast. There is small fluctuation around Sunday due to the
reduced nodal contacts during weekend. But after the first
week, the variation becomes insignificant and keeps stable.

To realize the cell-based approach, we first partition the
network according to an opportunistic Voronoi diagram
with the seed nodes serving as generating points. The net-
work partitioning can be initiated by the seeds and per-
formed in a distributed manner via local communications.
More specifically, each seed broadcasts an announcement
that includes its identity. The announcement is essentially
flooded with a predefined time-to-live window. When the
announcement is forwarded from Node i to Node j,
the delay distribution of the link is appended to the
announcement.

A candidate node may receive announcements from
multiple seeds; and from each seed, it may receive multiple
copies of the same announcement. Each announcement
(including different copies from the same seed) contains a
path to reach the seed and the delay distributions of all links
along the path. The end-to-end delay distribution of a path
is the convolution of the corresponding links’ delay distri-
butions. To partition the network, an appropriate metric
must be defined to indicate the “distance” between nodes.
The metric should take end-to-end delay distribution into
consideration. In this work, we let the “distance” between
two nodes be the inverse of the probability that their end-
to-end delay is no greater than d. A candidate node chooses
the closest seed and joins its cell. Algorithm 1 outlines the
cell establishment procedure and how the the candidates
interact with the seeds and initiator. The algorithm essen-
tially forms opportunistic Voronoi cells with the seeds as
generating points, as shown in Fig. 4.

Once the opportunistic Voronoi cells are formed, the gen-
erating point (i.e., seed) of each cell can run the algorithms
discussed in Section 3.2 to make a local decision for new
nodes invitation. Since the algorithm is limited in individual
cells, both the communication and computational over-
heads are much reduced compared with the centralized
solution.

While the idea is straightforward, it is tricky to choose
proper inputs to run the algorithm. First, the recruitment
quota for each cell must be decided. Obviously, if every seed
assumes a quota of c available, each of them will intend to
aggressively recruit new nodes to join the crowdsourcing
task. Although the penalty constraint (i.e., b) appears satisfied
in each cell, the actual penalty is high, due to the excessive

Fig. 3. Delay distribution between node 1 and 24 during two experimental
days.Fig. 2. An example of the dynamic programming algorithm.
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nodes being invited in the entire network. Therefore, we pro-
pose to allocate a quota to each cell, in proportion to the cell
size, i.e., ci ¼ xi

n�s cwhere xi is the number of candidate nodes

in the cell i, n� s is the total number of candidate nodes.
Second, the set of seeds as the input of the algorithm must

be decided. To this end, we have explored two options. One
approach is to isolate the cells. To optimally invite nodes in
each cell, the algorithm considers only one seed, the propor-
tionally allocated quota, and the candidate nodes in the cell.
We call it single-seed cell-based distributed approach. Since this
approach is run by an individual seed, without consideration
of other seeds in the network, it essentially loosens the penalty
constraint and thus tends to be aggressive. The decisionmade
by a seed may result in high penalty cost of other seeds. More
specifically, a seedmay invite a number of candidates that are
ranked higher than other seeds, thus increasing the probabil-
ity that such seeds lose the task.

Another approach is to achieve joint optimization across
cells. The algorithm still considers the candidate nodes in a
given cell only, but takes the whole set of seeds into account
for computing the overall penalty. When the algorithm is
applied in Cell i, it assumes a quota of ci þ s� 1 available,
including ci for the cell and s� 1 for other seeds. It tends to
be more cautious, since it considers the entire set of seeds in
the optimization and makes sure the invited candidate
nodes do not result in a penalty greater than b based on all
seeds. We call it whole-seeds cell-based distributed solution.

The comparison between different strategies will be fur-
ther discussed in Section 5. No matter which approach is
adopted, once a seed decides a set of candidates in its cell, it
sends invitation to them, which upon receiving the invita-
tion, send data to the initiator.

In the cell-based distributed approach discussed above,
each seed makes its own decision based on local knowledge
about the network. Apparently, such decision is not neces-
sarily optimal, due to the incomplete inputs. However, it
serves as a good approximation as to be illustrated in Sec-
tion 5. The computation complexity at a seed is bxciþ2

i , where
ci < < c and ni < < n. The communication overhead in

each cell is proportional to the length of delay distribution
maintained by each node (in the order ofOðxiÞ) and the num-
ber of nodes in each cell (i.e., xi). Since there is only one seed
in a cell, candidate nodes only need to deliver their delay dis-
tribution to the seed so that the seed can calculateUX and PX.

Therefore, the overall communication cost isOðx2
i Þ.

Algorithm 1. Cell-based Recruitment

Input: p: the packet received, p:type : packet type, p:srcID :
packet originator, Dt: time interval until now, g: pre-
defined reply collection period, recATable: received
announcements from seeds, NewMem: newly
recruited nodes.

if Nodei:type ¼¼ initiator then
Select seeds based on contact history and send an invita-
tion to them;

else if Nodei:type ¼¼ seed then
while Dt < g do
if p:type ¼¼ cellReply then
if p:candID not received before then
candTable p:canID;

ci ¼ xi � c=ðn� sÞ;
NewMem Optimizationðd; ci;F; canTableÞ;
Send invitation to candidates inNewGrpMem;

else if Nodei:type ¼¼ candidate then
while Dt < g do
if p:type ¼¼ cellAnnounce then
if p:seedId 62 recATable then
recATable p;

Sort recATable based on the delivery probability
with p:seedID in descending order;
Nodei:seedID recATable½0�:p:seedID;
Send a reply to Nodei:seedID;
if p:type ¼¼ invitation; p:srcID ¼ Nodei:seedID
then

Send confirmation back to the initiator;
Nodei:type ¼ NewMem.

4.2 Task Splitting: An Online Distributed Approach

The cell-based scheme discussed above adopts a divide-
and-conquer approach by partitioning the network into
cells and then running the optimization algorithm in each
individual cell. The complexity apparently depends on cell
size. In general, the more seed nodes, the smaller the aver-
age cell size. But in an extreme case, the complexity of the
cell-based scheme can be similar to the centralized solution
(e.g., when there is only one seed). Intrinsically, the cell-
based scheme has such problem because it relies on the
seeds to recruit new nodes to join the task. Based on this
observation, we further propose an online distributed
approach, which delegates the recruiting responsibility to
newly joined nodes. We call it task-splitting scheme, as out-
lined below.

Each node maintains a “popularity” metric, which can be
as simple as the number of valid contacts per time unit.4 Let
ai denote the popularity of node i. Similar to previous

Fig. 4. An example of cells formed by 25 nodes in the experiment, where
the solid dots indicate seeds while hollow circles represent candidate
nodes. The distance between two nodes is inversely proportional to
their meeting probability within d. The blue lines show the boundaries
between cells.

4. Note that when two nodes are connected for a long period, they
may continuously find each other as “contacts” if they perform periodi-
cal neighbor discovering. Such continuous contacts between the same
nodes are treated as one contact only.
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discussions, let F be the set of nodes that have been chosen
as invitees, which is initialized to be the set of seeds (i.e.,
Fo). Initially, the total recruitment quota (i.e., c) is allocated
to the seeds, proportionally to their popularity. For a seed i,
its allocation is ci ¼ c� aiP

k2Fo
ak
. As to be discussed next, ci

will be updated during the task-splitting process.
When a node i 2 F meets another node j =2 F, it needs to

make two decisions.

� First, it must decide if Node j should be recruited.
� Second, if Node j is recruited, how to delegate future

recruiting responsibilities to it.
To make the first decision, Node i essentially runs the

optimization (introduced in Section 3.2) based on the partial
information it has. More specifically, it keeps an incomplete

F based on its observation, denoted by Fi, which includes
the initial seeds (that are known by every seed) and the new
members recruited by itself. Node j is considered as the

only candidate node. The quota is assumed to be ci þ jFij.
The outcome of the optimization determines whether Node
j should be recruited in.

Algorithm 2. Task Splitting Based Recruitment

Input: p: the packet received, p:type : packet type, p:srcID :
packet originator, NewMem: newly recruited nodes

if Nodei:type ¼¼ seed;Nodej:type ¼¼ candidate
then
boolean flag ¼ OptimizationðNodei;Nodej;F; ciÞ;
if flag ¼¼ true then
c0i ¼ ci � ai=ðai þ ajÞ; c0j ¼ ci � aj=ðai þ ajÞ;
F FþNodej; p:type ¼ invitation;
send p to Nodej;

else if
Nodei:type ¼¼ candidate; p:type ¼¼ invitation then
Send confirmation back to initiator;
Nodei:type ¼ NewMem.

If Node j is recruited, Node i will update Fi by
including Node j. At the same time, it will make copy of

the updated Fi for Node j to initialize Fj. Moreover, it
must decide how to delegate future recruiting responsi-
bilities to Node j. This is done by simply splitting the
current ci between the two nodes proportionally to their

popularity metrics, i.e., c0i ¼ ci
ai

aiþaj and c0j ¼ ci
aj

aiþaj, where

c0i and c0j are the quotas to be used by Nodes i and j,

respectively. On the other hand, when Node j joins, it
immediately sends data to the initiator, as demonstrated
in Algorithm 2.

The splitting procedure continues until the delay budget
d expires. The computing complexity of the algorithm is
obviously low, involving local computation only. Since
there is only one candidate node, the computation com-
plexity is a constant. Similarly, the overall communication
cost is also a small constant.

Comparing the two schemes, the cell-based is more
applicable in scenarios with more seed nodes while the
task-splitting is preferred when fewer seed nodes present.
We will further discuss this observation in Section 5 (see
Fig. 10 and related discussions).

4.3 Performance Analysis

To theoretically compare the proposed algorithms, we
investigate the performance bound, i.e., to show the bound
of the Utility of each distributed algorithm relative to the
centralized approach. To facilitate the analysis, we assume
the delay distribution among nodes are uniform and let a
be the probability that the overall delay is not greater than d

between two nodes. In practical application, a is always
greater than 0.5. In the following discussion, “Central”
stands for the centralized dynamic programming algorithm;
“Cell-Single” means the single-seed cell-based distributed
approach; “Cell-Whole” indicates the whole-seeds cell-
based distributed solution; and “Split” is the task-splitting
algorithm.

Theorem 4.1. The utility of the cell-based and split-based

approach is no less than Oð 1

ð1�aÞn�n=sÞ and Oð 1
cð1�aÞn�sÞ of the

centralized algorithm, respectively.

Proof. First, for Central, the average utility can be derived

from Eq. (3) as: UtilityðCentralÞ ¼ casþkð1� aÞn�ðsþkÞ,
where k is the number of recruited nodes. k should be
determined subject to the penalty constraint given in
Eq. (4). The detailed derivation of k is omitted here
because as to to be shown next, k will be canceled in the
calculation of the bound.

For Cell� Single, there are totally s cells, each with
the allocated quota of c

s and the overall UtilityðCell�
SingleÞ ¼ ca1þk0 ð1� aÞn=s�ð1þk0Þ, where k0 is the number
of newly recruited nodes in each cell.

Therefore, we have UtilityðCell�SingleÞ
UtilityðCentralÞ ¼ ak0þ1�s�kð1 �

aÞsþkþns�n�k0�1. Given a > 0:5, we have UtilityðCell�SingleÞ
UtilityðCentralÞ >

ð1� aÞk0þ1�s�kð1� aÞsþkþns�n�k0�1 > 1

ð1�aÞn�ns , thus UtilityðCell�
SingleÞ ¼ Oð 1

ð1�aÞn�n=sÞUtilityðCentralÞ.
The only difference between Cell�Whole and Cell �

Single is that in each cell, all seeds (i.e., s) are taken into
account and the quota is c

sþ s� 1. Similarly, we can derive

UtilityðCell�WholeÞ ¼ Oð 1

ð1�aÞn�n=sÞUtilityðCentralÞ, show-

ing the same bound asCell� Single.
Split is similar to Cell�Whole, but with dynamically

increasing cells because the newly recruited nodes are
also eligible to recruit new nodes, which in turn, renders
the size of a cell smaller. But the calculation of utility is

still similar. We have derived UtilityðSplitÞ ¼ casþk̂ ð1�
aÞ1�k̂ where k̂ is 0 or 1. Accordingly, we have
UtilityðSplitÞ

UtilityðCentralÞ ¼ 1
c a

k̂�kð1 � aÞsþkþ1�n�k̂ > 1
c ð1 � aÞsþ1�n.

Therefore, UtilityðSplitÞ ¼ Oð 1
cð1�aÞn�sÞUtilityðCentralÞ.

Until now, we have shown the utility of the cell-based

and split-based approach is respectively bounded by

Oð 1

ð1�aÞn�n=sÞ and Oð 1
cð1�aÞn�sÞ of the centralized algorithm.

This completes the proof of Theorem 4.1. tu

5 PROTOTYPE AND EXPERIMENTS

To empirically demonstrate the feasibility and evaluate the
efficiency of the proposed competition based participant

2994 IEEE TRANSACTIONS ON MOBILE COMPUTING, VOL. 15, NO. 12, DECEMBER 2016



recruiting nodes for crowdsourcing in D2D, we have imple-
mented a prototype on Android and carried out testbed
experiments with 25 Dell Streak tablets for 24 days.

5.1 Testbed Setup

The experiment was carried out on campus with the partici-
pation of student volunteers frequenting laboratories, class-
rooms, dormitories, and a variety of other locations. Twenty
five mobile devices tagged as Node 1 to 25 were distributed
to students for a period of 24 days. Each tablet has 16 GB
internal storage to keep experimental data. The devices com-
municate with each other via 1 Mbps Bluetooth channels
with sufficient buffer. The duration of a contact is always suf-
ficient to let nodes complete their data transmission.

A set of nodes, including f1; 3; 5; 6; 12; 19g, are randomly
chosen as initiators. Each initiator launches a new crowd-
sourcing task periodically. In each task, the initiator ran-
domly chooses a subset of up to 10 nodes as seeds. To add
dynamics, Nodes 1 and 3 generate one task per hour, while
other initiators generate one task per four hours. Note that
these packets (varying between 10 bytes and 200 bytes) are
the announcement packets from the initiators. Such packets
describe the crowdsourcing tasks, e.g., the type of data soli-
cited by the initiator, the deadline, the payment, etc. They
are not the actual data collected by the participants, which
apparently vary depending on the task. For example, in a
crowdsourcing task to collect 1-minute video clips during
the New Year Day celebration, each video clip is about
20 MB. Given the enormous amount of total data, it is cost-
effective to transport them via D2D networks.

Based on preliminary tests, we configure the default pro-
tocol parameters as follows: the penalty threshold b is 0.2; d
is 3 days; and c varies from 8 to 13.

In order to facilitate a fair comparison between different
schemes, they should be tested under the same nodal mobil-
ity. However, it is apparently impossible to run multiple
algorithms simultaneously. Thus, we opt to implement one
of them, i.e., the task-splitting algorithm, on the mobile devi-
ces. At the same time, we extract detailedmobility trace from
the experiment, and run other algorithms based on the trace.

5.2 Experimental Results

The interested performance metrics include the success rate,
the average utility, the number of data samples, and the
average delay of receiving the data. The success rate is
defined as the fraction of crowdsourcing tasks where all
seeds successfully obtain the payments. The number of data
samples indicates the average number of data received by
the initiator under each crowdsourcing task.

The performance comparison is summarized in Table 1.
Since this is the first work that investigates the problem of

competition-based crowdsourcing in D2D, there are no
competing schemes to compare with. Because different
recruitment quota (i.e., c) and seeds (i.e., s) lead to different
data samples and utility the table shows the results with
c ¼ 10 and s ¼ 8. The variation of the parameters will be
illustrated in later figures.

As can be seen in Table 1, only “Central” keeps the group
success rate safe above 0.8 (i.e., 1� b ¼ 0:8) because the
complete global information enables the centralized algo-
rithm to make an optimal decision which maximizes the
expected utility while meeting the penalty constraint. “Cell-
Whole” achieves a success rate close to 0.8. The other two
distributed schemes are more aggressive in recruiting new
nodes to join the crowdsourcing task, and thus resulting in
higher probability that at least one seed fails to obtain the
payment. Meanwhile, under a more aggressive approach,
the initiator receives more data samples with shorter delay,
and the average utility is higher. When the number of data
samples reaches c, the average utility arrives at the peak.
Furthermore, the centralized approach is the most conserva-
tive because it tries the best to protect the benefit of seeds. In
other words, it may avoid choosing a candidate strongly
connected to the initiator in order to make sure the seeds
will not be rated behind the candidate and eventually fail to
obtain the payment. On the other hand, the other
approaches are more aggressive, which may choose the
strongly connected candidates at the sacrifice of some suc-
cess rate. As a result, their average latency is lower than the
central one.

Next, we will show the impact of various parameters in
the performance.5 In general, when we study the impact of
one parameter, we set other parameters to be constants. All
results presented below are gathered from the testbed
experiment (i.e., based on the distributed task-splitting
algorithm).

Fig. 5 shows the impact of recruitment quota. Intuitively,
with the same seeds, the larger quota, the easier for every
seed to secure a payment. Therefore, the success rate
increases. At the same time, more nodes can be recruited
into the group. As a result, the number of data samples also
increases. The increase of tasks also naturally leads to a
higher average utility (although this is not shown in Fig. 5a).

We also observe diverse performance of the crowdsourc-
ing tasks launched by different initiators (see Fig. 5b). To
understand the result, please also refer to Fig. 6, which
shows the popularity of the nodes. The nodal popularity is

TABLE 1
Performance Comparison

Success
Rate

No. of
Data Samples

Ave.
Utility

Ave.
Delay

Central 0:822 9:35 9:35 15:76 h
Cell-Whole 0:792 9:87 9:9 15:18h
Cell-Single 0:778 11:25 10 13:92h
Split 0:761 12:54 10 13:31h

Fig. 5. Success rate under different quota values and different initiators.

5. Due to space limit, the following figures have double-ticked Y-
axis. To ease readability, please find the corresponding legend for each
Y-axis.
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based on the valid contacts between nodes as introduced in
Section 4.2. Besides the popularity, Fig. 6 also shows nodal
participation, i.e., the number of times each node partici-
pates in the tasks. In general, the initiator with higher popu-
larity have more frequent contact with others and thus are
able to acquire more precise network knowledge. Conse-
quently, they can make accurate decisions, with high suc-
cess rate and relatively low overhead, as shown in Fig. 5b.
Although with exceptions, this general trend holds for most
initiators. The small number of data samples for initiator 5
is because the student carrying the node was absent from
the third Thursday to Saturday, and thus some data sam-
ples destined to it were dropped.

Fig. 7 illustrates the performance during 24 days. First of
all, we can see a clear periodicity in weeks for the success
rate and number of data samples in Fig. 7a, where the X-
axis shows the time when such crowdsourcing tasks are
generated. In the first week, the nodes are in the process of
discovering neighbors and learning the link delay distribu-
tions. Therefore, many decisions are based on incomplete
and unstable network information. The performance is nat-
urally poor. From the second Monday, nodes have gathered
stable network information, so the optimization results
become more accurate, yielding higher success rate. It is
worth mentioning that two students carrying Nodes 5 and
15 are absent from the third Thursday to Saturday, which
significantly degrade the performance.

In general, nodes have more frequent contacts during
weekdays than weekends. When a crowdsourcing task is
generated on Monday, the seeds have sufficient time to
deliver data to the initiator. As a result, the success rate is
often the highest. If a task is initiated in later days of a
week, the probability of delivering data within d becomes
smaller. In particular, if it is during weekends, some
seeds have to wait until next Monday before they are able
to send out the data or recruit new participants due to
the lack of contacts, thus some tasks are simply termi-
nated without success. The delay and utility also follow a
similar pattern as depicted in Fig. 7b. The delay drops
during the last three days, because the activities launched
have not enough time to get finished, but only those
that are finished before the end of the experiment are
counted.

Fig. 8 illustrates the performance distributions. As dis-
cussed earlier, although the desired penalty threshold is
b ¼ 0:2, the distributed approach does not guarantee to
achieve it due to incomplete local inputs and the approxi-
mated algorithm. However, as shown in Fig. 8a, more than
70 percent of crowdsourcing tasks reach the target success
rate of 0.8. The number of data samples ranges from 6 to 13,
with an average of 10. Therefore, the utility concentrates
around 10.

Next, we change the delay budget d to observe its impact
on the performance as shown in Fig. 9. The delay budget
directly affects the routing selection and the optimization
process. With a larger d, more data can be delivered to the
initiator and the average delay is naturally longer. Mean-
while, since more candidate nodes become available under
larger d, better optimization result (i.e., higher success rate
and/or higher utility) is achievable. When d is sufficiently
large (e.g., when it reaches three days in this experiment),
the gains in utility and success rate tend to become
saturated.

Fig. 6. Relation between nodal popularity and participation. Nodes 1, 3, 5
and 6 are both initiator and seed nodes (in different crowdsourcing
tasks), marked by blue(b); other initiators 19 and 12 are red(r); seed
nodes 2, 4, 9, 7, 10, and 8 are indicated by cyan(c), and all other nodes
are depicted bymagenta(m).

Fig. 7. Performance variation under different task generation time.

Fig. 8. The cumulative distributions of performance metrics.
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Another important parameter is the number of seeds as
illustrated in Fig. 10. In general, when there are more seeds,
it is more difficult to ensure each of them secure a payment.
Thus the success rate decreases. Besides, more seeds often
help more efficiently recruit new nodes to join the crowd-
sourcing, thus enhancing the average utility. We also
observe that when the number of seeds is low (e.g., not
greater than 6), task� splitting can satisfy the required suc-
cess rate 0.8, while keeping a higher utility than cell� based.
Thus it is better than cell� based scheme (which has a
unnecessarily higher success rate at the sacrifice of certain
utility). When there are more seeds, cell� based scheme per-
forms better since it achieves the success rate closer to the
expected threshold than the task� splitting approach.

Besides the overall performance, we are also interested in
the behaviors of seeds and other nodes. With a larger c, the
seeds more aggressively recruit new nodes to participate
the crowdsourcing. As a result, more invitations are sent,
and the total number of data samples and final participants
naturally increase. As can be seen in Fig. 11a, as c increases,
the algorithm allows bigger room to let new nodes join the
competition, thus more candidate nodes successfully obtain
the payment. Similarly, seeds dominate when d is small (see
Fig. 11b). After d ¼ 3 days, almost every seed can secure a
payment, thus more room is given to other participants. The
effect of the number of seeds is straightforward as illus-
trated in Fig. 11c. Suppose the total recruitment quota is
fixed, with more seeds, there is less necessity to recruit other
nodes. The number of invitations shows a steady increase
because seeds always receive invitations from the initiator.

6 SIMULATIONS

Besides the experiments, we have extracted the algorithm
codes from our prototype and carried out extensive

simulations based on Haggle trace [31] and DieselNet [32]
trace by varying the penalty threshold and network size,
which are difficult to test in the experiments.

First, the result based on Haggle trace is presented in
Figs. 12 and 13. As shown in Fig. 12, a larger penalty thresh-
old (b) allows the seeds to recruit more nodes. So there is a
higher expected utility. At the same time, more nodes will
compete with the seeds, increasing the probability that
some seeds fail to secure their payments. Thus the success
rate decreases.

In addition, we also investigate the effect of network size
(in terms of the total number of nodes in a given area). A
higher network density often boosts the communication
opportunities. Consequently, all approaches achieve higher
success rate, because the data have a better chance to be suc-
cessfully delivered. With more data samples, more nodes
secure their task, thus the average utility increases.

As observed in Figs. 14 and 15, the result under
DieselNet trace has a similar trend as that under Haggle
trace. The only difference is that due to low node density
(given a small number of buses in a large area), the valid
contacts (refer to Section 4.2) between nodes are fewer
than people’s meeting events under Haggle trace. There-
fore, the overall success rate is lower while the utility is
also lower. When network size is less than 20, some seed
nodes even can not find a path for itself to reach the
initiator within d.

Finally, Fig. 16 illustrates the communication cost under
different schemes. The centralized approach results in the
highest communication overhead because each node must

Fig. 9. Performance under different delay budget.

Fig. 10. Performance under different number of seeds.

Fig. 11. Performance comparison between seeds and other nodes. The numbers above the bars in (a) illustrate the ratio of the number of successful
participants from seeds to all successful participants. From the ratio, we can observe that when c is small, a higher percentage of successful partici-
pants come from the seeds, and the percentage decreases when c increases.
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exchange delivery distribution table regarding all other
nodes. In distributed solutions, the communication cost is
proportionally reduced due to the smaller size of optimiza-
tion problem. Notice that Cell-Single displays slightly lower
cost because it doesn’t need to exchange the information
with other group members compared to Cell-Whole, but
both of them have to maintain the delay distribution of their
cell members. Therefore, their communication cost is higher
than Split.

7 CONCLUSION

In this paper, we have investigated the competition-based
participant recruitment for large-scale, delay-sensitive data
crowdsourcing in Device-to-Device networks, which are
characterized by their highly nondeterministic and intermit-
tent connectivity. We have formulated the problem from the
perspective of the seeds, i.e., a set of nodes already in the
crowdsourcing and face the dilemma of inviting additional
participants in order to maximize their gain while keeping
the risk of losing their payment low. We have proposed a
dynamic programming algorithm as a first attack to this
problem, followed by two distributed alternatives. The first

one is a divide-and-conquer scheme by partitioning the net-
work into opportunistic Voronoi cells and let each cell run
the optimization, while the second is a task-splitting
scheme, which recursively delegates the recruiting task to
newly joined nodes. We have implemented a prototype
and carried out experiments using 25 tablets for 24 days
and run simulations for a more extensive evaluation under
larger scales and more diverse settings. The results have
shown that the distributed schemes approximate the opti-
mization with affordable complexity, which can be adap-
tively chosen based on different network settings and
nodal resource constraints (i.e., computation capability and
storage limitation).
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