Unmasking Dementia Detection by Masking Input Gradients: A JSM Approach to Model
Interpretabllity and Precision

Yasmine Mustafa and Tie Luo
Computer Science Department, Missouri University of Science and Technology
{yam64, tluo}@mst.edu

> Motivation > Methodology
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. > Can we trust a machine for diagnosis? 1 PreprOCeSSing Raw MRI images Bias Correction Registration 4 Model Debugglng Hsing Jacobian Maps 1 1 1
Artificial intelligence (Al) has made significant strides in recent years but « To minimize spatially varying intensity bias we apply maiis2 | Jacoblan maps, or Jacobian Saliency Maps (JSM) | 1 ' 1 | 1
_applying it in medicine comes with unique challenges. Despite high to MRI images and _— . Lo SR gre unique in that they convey information about
: i !accuracy due to for CT images. the found in the brain in| 1 |1 1
concerns about explainability and reliability. « We eliminate non-brain areas using the comparison with a healthy brain template (in our 111
These issues are critical because medical decisions have profound impacts on patient lives. (BET). Raw CT Images Contrast Stretching __ BET Registration Case MNI152).

Our study addresses this by focusing on trustworthy medical Al, emphasizing two key
aspects:

* Finally, we register MRI and CT scans to the MNI152
template, a standardized brain template used In
neuroscience for spatial normalization and
comparison across subjects.

We use JSM to debug the CNN training by |1 |1 |1
Incorporating it in the loss function. We penalize
the CNN at areas with low importance. This way,
after training, the gradients will be high atareas | 1 1 | 1
with volumetric changes in the brain and low at
areas with no volumetric change. 1 1 1

- Al diagnoses must be clear and understandable. If patients and doctors
can't see why an Al made a decision, they are less likely to trust it.
Al systems must consistently base predictions on valid patterns rather than
Irrelevant factors or biases.

2 ) Data and Fusion Approaches

We propose a new approach that enhances trust in Al for In view of the multimodal nature of our study, we

1T 1 1 1 1 1 1 1

otherwise

diagnosing . ADisan Incorporated two data fusion techniques: - 2

irreversible neurodegenerative disease that impact the L L(z.y) = Z yk log(gr) + AZ Z (u dpm log() " va)) If we want the

lives of those who have it by affecting 1) late fusion adopts a dual-branch -__> _‘ Sle. . d=1p=1 R model to detect trees, we set 1 for
t's structure, treating each modality independently and I— = |- =5 ;1 : if JSMyp £ 1 Irrelevant areas to denote higher

feature weight,
w l — . i
b debug weight,

penalty and set O for relevant areas

subsequently aggregating their predictions through an
d Y aggrey J P J to denote low penalty.

averaging mechanism.

challenging for doctors to detect early patterns of AD
until dementia has already occurred.

Advanced AD

Normal Brain

Gradients with respect to the input are multiplied by a weight matrix
that gives a feature weight of O to important areas and a debug weight

2) early fusion involves concatenating
of 1 for less important areas

the Input images as well as their corresponding JSM
maps, which allows the model to glean correlations
between the two modalities and concurrently debug
predictions for the input holistically.

We by using neural
networks to detect early patterns of AD.
Challenges of AD diagnosis involves:

of different of data like MRI,

R

Multimodal data fusion
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Our aim is to use Jacobian-Augmented
Loss (JAL) to guide neural networks during
training, ensuring they learn from the right cues
while avoiding those that could lead to errors.

Contains coupled with

. and

, which capture spatial hierarchies and correlation patterns in the Input data. The

convolutional layers use a ,

and . with

regularization. The max-pooling operation reduces

Reasoning.

Language.

Coordination.

> Results

2 ) Explainability and Reliability
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3 )Comparison with the Literature
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> Conclusion

S — _ _ — X
Sensitivity Specificity Accuracy We examined the between the volumetric changes
Fusion  Loss Function characterized by and of -
CN MCI MLD SEV CN MCI MLD SEV CN MCI MLD Sev the neural network. By plotting Paper C'\I'O'O Sensitivity Specificity Accuracy
, we observed that they closely asses and
w/0 JAL 80 79 74 | 81 84 90 84 | 89 80 84 80 89 Salami et al 2022 2 86 85 88 : : |
Earl Massalimova et * Provides substantial accuracy improvement (by up
arty w/ JAL 90 o5 94 92 99 92 99 90 | 99 87 87 93 al 2021 3 96 96 96 to 10%) and greater model interpretability In
Lazli etal 2019 5 92 92 91 Identifying significant brain areas that lead to
» | diagnostic predictions.
™ w/0 JAL 88 88 86 88 | 88 | 8/ 87 85 89 | 86 88 87 gg; 1eereta 2 82 Not reported 02 * Works seamlessly with our multimodal data fusion
ate
methods.
w/ JAL 95 93 93 92 100 92 92 92 1100 92 @ 93 97 Castellano et al Notreported
? Not reported 30
2021
L _ Our Work 4 93 95 91 > References
1 ) Classification Performance (Ablation Study) our Work 4 94 94 o5 —=

We classify AD into four of its stages: , ,

, and . The table above compares the results with and
without using JAL. It demonstrates how using JAL improves the performance of the classifier for
all classes in terms of accuracy, sensitivity, and specificity.
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